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Introduction
ï Example–the data
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Introduction
ï Example – the question

Does the average annual salary among (1) Northeast and North Center, (2)
South and (3) West differ?
Consider the model

Salaryi = α+ β2D2i + β3D3i + ui

where

D2i =

#

1 if ith state from (1)
0 otherwise

,D3i =

#

1 if ith state from (2)
0 otherwise

Then treat D2 and D3 as ordinary variables and do the linear regression as
usual, simple!
This is called dummy variable regression.
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Introduction
ï Example – the interpretation

With above data and model, we have the following result

Salaryi = 48014 + 1524D2i ´ 1721D3i

The mean salary of teachers from (3) is $48014. why?
Teacher salary from (1) is $1524 higher than the mean salary from (3).
Teacher salary from (2) is $1721 lower than the mean salary from (3).
Interpretations for other quantities follow the way of linear regression model.
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Introduction
ï Example – dummy variable models without intercept

If we cream a new dummy variable

D1i =

#

1 if ith state from (3)
0 otherwise

Then make regression model with D1, D2, D3 without intercept, i.e.

Salaryi = γ1D1i + γ2D2i + γ3D3i + εi

It interpreted as
§ γ1: average salary from (3),
§ γ2: average salary from (1),
§ γ3: average salary from (2).

What will γ̂1, γ̂2, γ̂3 be?
§ γ̂1 = mean salary of teachers from (3) = α̂ = 48014
§ γ̂2 = mean salary of teachers from (1) = α̂+ β̂2 = 48014 + 1524 = 49538
§ γ̂3 = mean salary of teachers from (2) = α̂+ β̂3 = 48014 ´ 1721 = 46293
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Introduction
ï Example – Quiz

If you make a dummy regression with the above data as

Salaryi = δ0 + δ1D1i + δ2D2i + εi

what will δ̂0, δ̂1, δ̂2 be?
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The caution

If the qualitative variable has m categories, introduce only m´ 1 dummy
variables if the intercept is also included; need m dummies if intercept is not
included. What if you don’t ? – Multicollinearity problem(in next lecture)

§ Set up a model with dummies D1, D2, , ...Dm´1 is essential equivalent as
that with dummies for any other combinations, e.g. D2, D3, , ...Dm.

You don’t always have to use 0 and 1 to indicate dummies, you can use any
others, like

D1i =

#

2 if ith state from (3)
1 otherwise

or D1i =

#

1 if ith state from (3)
´1 otherwise

How to interpret it then? – see Exercise 9.5
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Use dummy variable as an alternative to the Chow Test
The Chow Test – review

§ The Chow Test is used to check if there is structural change in the dataset.
§ The null hypothesis: there is no structural change.
§ The test statistic is

F =
(RSSR ´ RSSUR) /k

RSSUR/ (n1 + n2 ´ 2k) „ F (k,n1 + n2 ´ 2k)

Look at this example (p.255)

We want to check if there there is structural change in the two time period.
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Use dummy variable as an alternative to the Chow Test (2)

We can simply make a regression with dummies like

Savingst = α1 + α2Dt + β1Incomet + β2(DtIncomet) + ut where

Dti =

#

1 if ith obs. from 1982–1995
0 otherwise

The usual Chow Test can only show if there is a change or not, but
β̂2 and β̂2 will show how much structure changed in the two period.
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Use dummy variable models for piecewise linear regression
Assume we have the following data

A straight line will no fit it well. It is better to fit it with two lines ,
Yi =α1 + α2Xi + ui, when Xi ă X

˚

Yi =β1 + β2Xi + ui, otherwise
We can fit them together with the model

Yi = α1 + β1Xi + β2(Xi ´ X
˚)Di + ui, where Di =

#

1 if Xi ą X
˚

0 otherwise
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