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What is so-called heteroscedasticity
In a linear regression model, we assume the error term has a normal
distribution with mean zero and variance of σ2, i.e.

Var(ui) = σ
2

which is called homoscedasticity.
But when the error term does not have constant variance, i.e.

Var(ui) = σ
2
i

we call it heteroscedasticity.
See the differences between the two pictures for the model
Saving = α+ βIncome+ ui
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An OLS example

Recall the model Yi = α1 + α2Xi + ui.
If the error term ui is homoscedastic with variance σ2, we know we have
BLUE estimators and

α̂2 =

ř

xiyi
ř

x2
i

, Var(α̂2) =
σ2

ř

x2
i

.

If the error term ui is homoscedastic with variance σ2
i , we have

α̂2 =

ř

xiyi
ř

x2
i

, Var(α̂2) =

ř

x2
iσ

2
i

(
ř

x2
i)

2 ‰
σ2

ř

x2
i

.

why? see Appendix 11A.1.
§ α̂2 is still linear and unbiased, why?
§ But it is not “best” anymore, i.e. will not grant the minimum variance.

Feng Li (Statistics, CUFE) Econometrics 3 / 22



Use GLS to take heteroscedasticity into account I
The OLS method treats every observation equally and does not take
heteroscedasticity into account.
The generalized least squares (GLS) will.

§ Consider the heteroscedasticity model

Yi = β1 + β2X1i + ui, where Var(ui) = σ2
i

§ If we transform the model by dividing 1/?wi where wi = 1/σ2
i at both sides

(assume σi is known),

Yi

σi
= β1

1
σi

+ β2
Xi

σi
+
ui

σi

which can be rewritten as

Y˚
i = β1X

˚
0i + β2X

˚
1i + u

˚
i ,

and u˚
i = ui/σi is the new error term for the new model.

§ Var(ui/σi) = 1 is now a constant. why?
§ We call β̂˚

1 β̂
˚
2 as GLS estimators

Ŷ˚
i = β̂˚

1 X
˚
0i + β̂

˚
2 X

˚
1i,
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Use GLS to take heteroscedasticity into account II
To obtain GLS estimators, we minimize

ÿ

(û˚i )
2 =

ÿ

(Y˚i ´ β̂
˚
1X
˚
0i ´ β̂

˚
2X
˚
1i)

2 =
ÿ

wi(Yi ´ β̂
˚
1X0i ´ β̂

˚
2X1i)

2

which is done by the usual way we have done in OLS.
The GLS estimator of β˚2 is

β̂˚2 =

ř

wi
ř

wiXiYi ´
ř

wiXi
ř

wiYi
ř

wi
ř

wiX
2
i ´ (

ř

wiXi)
2

and the variance is

Var
(
β̂˚2

)
=

ř

wi
ř

wi
ř

wiX
2
i ´ (

ř

wiXi)
2

where wi = 1/σ2
i .

When wi = w = 1/σ2, the GLS estimator will reduce to the OLS estimator.
Verify this!
β̂˚1 = Ȳ˚ ´ β̂˚2 X̄

˚ where Ȳ˚ = (
ř

wiYi)/
ř

(wi), X̄˚ = (
ř

wiXi)/
ř

(wi).
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Use GLS to take heteroscedasticity into account III

At this particular setting wi = 1/σ2
i , we call this is weighted least squares

(WLS) which is a special case of GLS.
β̂˚2 is unbiased and Var(β̂˚2 ) ă Var(β̂2).
It can be shown that

β̂˚2 =

ř

wix
˚
i y
˚
i

ř

wi
(
x˚i

)2

and
Var

(
β̂˚2

)
=

1
ř

wi
(
x˚i

)2

where
x˚i = Xi ´ X̄

˚, y˚i = Yi ´ Ȳ
˚

See Exercise 11.5.
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GLS in matrix form I
Let Y given X is a linear function of X, whereas the conditional variance of
the error term given X is a known matrix Ω

Y = Xβ+ ε, E[ε|X] = 0, Var[ε|X] = Ω.

Generalized least squares method estimates β by minimizing the squared
Mahalanobis length of this residual vector:

β̂ = arg min
β

(Y ´ Xβ) 1Ω´1(Y ´ Xβ),

The estimator has an explicit formula:

β̂ = (X 1Ω´1X)´1X 1Ω´1Y.

The GLS estimator is unbiased, consistent, efficient, and asymptotically
normal: ?

n(β̂´ β)
d−Ñ N

(
0, (X 1Ω´1X)´1) .
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GLS in matrix form II

If the covariance of the errors Ω is unknown, one can get a consistent
estimate of Ω , say pΩ, we proceed in two stages:
The model is estimated by OLS or another consistent (but inefficient)
estimator, and the residuals are used to build a consistent estimator of the
errors covariance matrix;

pβOLS = (X 1X)´1X 1y

puj = (Y ´ Xb)j

pΩOLS = diag(pσ2
1, pσ2

2, . . . , pσ2
n).

Using the consistent estimator of the covariance matrix of the errors, we
implement GLS ideas.

pβGLS = (X 1 pΩ´1
OLSX)

´1X 1 pΩ´1
OLSy
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GLS in matrix form III

The procedure can be iterated and this estimation of pΩ can be iterated to
convergence.

puGLS = Y ´ XpβGLS

pΩGLS = diag(pσ2
GLS,1, pσ2

GLS,2, . . . , pσ2
GLS,n)

pβGLS = (X 1 pΩ´1
GLSX)

´1X 1 pΩ´1
GLSy

Question: How do you calculate the degrees of freedom of the model? [Hint:
think about the hat matrix]
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WLS example – Example 11.7 I

Assume we want to make WLS regression with the give data.

What can you do then?
§ Option 1: Apply the general GLS formula in p.5 to obtain the estimators.
§ Option 2: Use OLS to regress Y/σi with 1/σi and Xi/σi without intercept.

Can you obtain the same results?
Compare the WLS results with OLS results.
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WLS example – Example 11.7 II

How do the standard errors and t statistics change?
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Consequences of using OLS when heteroscedastic

Suppose there are heteroscedastic but we insist using OLS. What will go
wrong? – whatever conclusions we draw may be misleading.
We could not establish confidence intervals and test hypotheses with usual t,
F tests.
The usual tests are likely to give larger variance than the true variance.
The variance estimator of β̂ by OLS is a biased estimator of the true
variance.
The usual estimator of σ2 which was

ř

û2
i/(n´ 2) is biased.
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Detecting heteroscedasticity (1)
ï Plot û2

i against Ŷi
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Detecting heteroscedasticity (2)
ï Plot û2

i against Xi
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Detecting heteroscedasticity (3)
ï QQ plot

If the residual is normally distributed, plot sample quantile for the residual
against the theoretical quantile from standard normal distribution should on
the 45 degree line.
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Detecting heteroscedasticity (4)
ï White’s general heteroscedasticity test

H0: No heteroscedasticity.
Consider Yi = β1 + β2X2i + β3X3i + ui, (other models are the same)
step 1: Do the OLS to obtain the residuals ûi.
step 2: Run the following model with the covariates and their crossproducts

û2
i = α1 + α2X2i + α3X3i + α4X

2
2i + α5X

2
3i + α6X2iX3i + vi

and obtain R2.
step 3: nR2 „ χ2(k´ 1) where k is no. of unknown parameters in step 2.
step 4: If χ2

obs(k´ 1) ą χ2
crit(k´ 1), reject H0.

Question: How do you carry out White’s test with the model
Yi = β1 + β2X2i + β3X3i + β4X4i + ui?

Feng Li (Statistics, CUFE) Econometrics 16 / 22



Example of White’s test

Consider the following regression model with 41 observations,

lnYi = β1 + β2lnX2i + β3lnX3i + ui

where Y = ratio of trade taxes (import and export taxes) to total government
revenue, X2 = ratio of the sum of exports plus imports to GNP, and X3 =
GNP per capita.
By applying White’s heteroscedasticity test. We first obtain the residuals
from regression.
Then we do the following auxiliary regression

û2
i = ´5.8+2.5 lnX2i+0.69 lnX3i´0.4(lnX2i)

2´0.04(lnX3i)
2+0.002 lnX2i lnX3i

and R2 = 0.1148.
Can you compute the white’s test statistic?
What is your conclusion of heteroscedasticity? (The 5% critical value of
χ2
df=5 = 11.07, and the 10% critical value of χ2

df=5 = 9.24)
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Detecting heteroscedasticity (5)
ï Goldfeld-Quandt test

It is popular to assume σ2
i is positively related to one of the covariates e.g.

σ2
i = σ

2X2
2i in a three covariates model.

The bigger Xi we have, the bigger σ2
i is.

H0 : Homoscedasticity
step 1: Sort covariates with the order of X2i

step 2: Delete the c central observations and dived the remaining parts into
two groups.
step 3: Fit the two groups separately with OLS and obtain RSS1 (for the
small values group) and RSS2 (for the large values group) with both
(n´ c)/2´ k degrees of freedom. Why?
step 4: Compute the ratio

λ =
RSS2/[(n´ c)/2´ k]
RSS1/[(n´ c)/2´ k] „ F(((n´ c)/2´ k), ((n´ c)/2´ k))

Reject H0 if λ ą Fcrit(((n´ c)/2´ k), ((n´ c)/2´ k)).
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Detecting heteroscedasticity (6)
ï Breusch-Pagan-Godfrey test

Consider the model Yi = β1 + β2X2i + ... ++βkXki + ui

Assume that σ2
i = α1 + α2Z2i + ... + αmZmi where Zi are known variables

which can be Xi.
If there no heteroscedasticity, then α2 = ... = αm = 0 and σ2

i = α1.
step 1: Obtain û1, ..., ûn by the model.
step 2: Obtain σ̃2 =

ř

û2
i/n.

step 3: Construct variable pi = û2
i/σ̃

2

step 4: Regress pi = α1 + α2Z2i + ... + αmZmi + vi
step 5: Obtain

ESS/2 „ χ2(m´ 1)

Evidence of heteroscedasticity when ESS/2 ą χ2
crit(m´ 1).
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Detecting heteroscedasticity (7)
ï Spearman’s rank correlation test

1 The null hypothesis: Heteroscedasticity
2 Obtain the residuals ûi from the regression.
3 Rank |ûi| and Xi (or Yi)
4 Compute the Spearman’s rank correlation coefficients

rs = 1´ 6
ř

d2
i

n(n2 ´ 1)
where di are the differences of |ui| and Xi in the ranked order and n is
number of individuals.

5 The significance of the sample rs can be tested by the t test as

tobs =
rs
?
n´ 2

1´ r2s
6 Decision rule: if tobs ą tcritical, accept H0. Otherwise, there is no

heteroscedasticity. Multiple regressors should repeat this procedure multiple
times.
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How to obtain estimators
ï with Yi = β1 + β2Xi + ui when E(ui) = 0 and Var(ui) = σ2

i

When σi is known: use WLS method to obtain BLUE estimators. pp. 4–5
When σi is not known:

§ If V(ui) = σ2X2
i , do OLS with model

Yi

Xi
= β2 + β1

1
Xi

+
ui

Xi

and Var(ui/Xi) = σ2. Why?
§ If Var(ui) = σ2Xi (Xi ą 0), do OLS with model

Yi
?
Xi

= β2 + β1
1
?
Xi

+
ui
?
Xi

and Var(ui/
?
Xi) = σ

2. Why?
§ If Var(ui) = σ2[E(Yi)]

2 (Xi ą 0), do OLS with model

Yi

Ŷi
= β2 + β1

1
Ŷi

+
ui

Ŷi

and Var(ui/Ŷi) « Var(ui)/[EŶi]2 = Var(ui)/Yi
2 = σ2.

§ Do OLS with log transformed data lnYi = β1 + β2lnXi + vi can also reduce
heteroscedasticity.
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Take home questions

11.1, 11.2, 11.6, 11.21
How do you perform the maximum likelihood estimation when there is
heteroscedastic and Ω is known?
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