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• Definition: No data value is stored for the variable in 

an observation. 

 

• Reasons for missing data 

inaccessible 

omitted 

unavailable attributes 

high cost 

 

 

 



Notations Notations 



Types of missing data Types of missing data 

• MCAR: missing  completely at random 

      p(M|X)=p(M) 

• MAR: missing at random 

      p(M|X)=p(M|         ) 

• MNAR: missing not at random 



A simple exercise A simple exercise 

1. A sudden traffic violation happened, some of those 

surveyed submitted questionnaires in a hurry with 

some missing responses.  

2. People with bad jobs seldom answer their incomes. 

 

3. People with low incomes are less likely to report 

their incomes.  

（MCAR） 

（MAR） 

（MNAR） 



Solutions of missing data Solutions of missing data 

• Deletion( listwise and pairwise ) 

• Special values 

• Imputation( single and multiple) 

• No processing 

 

     

 

sex age income 

1 0 24 5,000 

2 1 22 3,000 

3 1 --- 6,000 
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imputing 

m times 
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Multiple imputations Multiple imputations 



Inference with multiple imputations Inference with multiple imputations 



4     6     8    9    11    13    16    18    20    25 

4    20   10         14            16    15    18    22 

4     6      8      9     11    13    16    18    20    25 

4    20    10    10   14    14     16    15    18    22 

4    20    10    16   14    14     16    15    18    22 

Step 1 

Step 2 

Ratio estimate 

1 13.38 2.965 

2 13.57 3.157 

Step 3 



Expectation-Maximization 

 

Expectation-Maximization 

 

Mixture Model Training 

  

Mixture Model Training 
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EM algorithm 

A Silly example 

 

A Silly example 

 



• The EM algorithm formalizes an intuitive idea for 

obtaining parameter estimates when some of the 

data are missing: 

1. replace missing values by estimated values, 

2. estimate parameters. 

3. Repeat 

    Step (1) use estimated parameter values as true 

values,   and 

 step (2) use estimated values as “observed” values, 

iterating until convergence. 

 



• EM is a method to find θML where 

 

 

 

 

• Z = (X, Y) 

Z: complete data (“augmented data”) 

X: observed data (“incomplete” data) 

Y: hidden data (“missing” data) 

Θ:  a parameter vector. 
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The inner loop of the EM algorithm The inner loop of the EM algorithm 



• In particular, when the distribution of the 

complete-data vector belongs to the exponential 

family,and the log-likelihood is linear in the 

sufficient  statistic for θ,the E-step reduces to 

computing the expectation of the complete-data 

sufficient statistic givien the observed data. 



Mixture Model Training Mixture Model Training 





An example of EM An example of EM 

• Let events be “grade in a class” 

Get’s an A          P(A)=1/2           a=number 0f A’s 

Get’s a   B          P(B)=u              b=number 0f B’s  

Get’s a   C          P(C)=2u            c=number 0f C’s 

Get’s a   D          P(D)=1/2-3u      d=number 0f D’s 

 

Suppose we know the  

number 0f (A’s+B’s) =h 

 number 0f C’s=c 

 number 0f D’s=d 
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