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Today we are going to talk about...

1 Piecewise Polynomials

2 Avoiding knots selection with smoothing splines

3 Multi-dimensional splines

4 Discussions
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Piecewise Polynomials

• Consider the regression model with only y and X
• Let

hi(X) = (X´ ξi)+ =

#

X´ ξi, X ą ξi

0, elsewhere

for i = 1, ...,p
• Then set up a regression model

y = β0 + β1X+ α1h1(X) + ... ++αphp(X) + ε
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Higher order piecewise polynomials

• Let

hj = (X) = Xj´1, j = 1, ...,M
hM+l(X) = (X´ ξl)

M´1
+ , l = 1, ...,K

• Then use all h() with Y to setup a regression model.
• Terminologies: basis functions, knots, knots locations.
• Regression splines: when the knots are fixed
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Natural cubic splines

• Define
dk(X) =

(X´ ξk)
3
+ ´ (X´ ξK)

3
+

ξK ´ ξ´ k

• And the spline is defined as

hk(X) = dk(X)´ dK´1(X)
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B-splines
• Assume we have the two boundary knots ξ0 ă ξ1 and ξK ă ξK+1.
• We define a knot sequence τ such that

τ1 ď τ2 ď ... ď τM ď ξo

τj+M = ξj, j = 1, ...,K
ξK+1 ď τK+M+1 ď τK+M+2 ď ...τK+2M

• Let Bi,m(x) the ith B-spline function of order m ăM for the knot-sequence τ.

Bi,1(x) =

#

1, τi ď x ď ti+1

0,otherwise

Bi,m(x) =
x´ τi

τi+m´1 ´ τi
Bi,m´1(x) +

τi+m ´ x

τi+m ´ τi+i
Bi+1,m´1(x)

• Properties of B-spline
• A B-spline is a continuous function at the knots.
• Any spline function of degree k on a given set of knots can be expressed as a

linear combination of B-splines.
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Avoiding knots selection with smoothing splines

• The smoothing spline is to minimize

RSS(f, λ) =
N
ÿ

i=1
tyi ´ f(xi)u

2 + λ

ż

tf2(t)u2dt

where λ is the smoothing parameter
• λ = 0 the usual spline fitting with not penalty.
• λ Ñ ∞ the curve is moving from rough to very smooth till a regression line

without knots (very heavy penalty)
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Smoothing example with natural cubic splines

• For natural cubic splines

f(x) =
K

ÿ

j=1
θjhj(x)

• The RSS is now as

RSS(θ, λ) =
N
ÿ

i=1
tyi ´

ÿK

j=1
hj(xi)u

2 + λ

ż

#

B2 řK
j=1 hj(ti)

Bt2

+2

dt

• And the solution is

θ̂ =

(
N 1N+ λ

ż

tf2(t)u2dt

)´1
N 1y

where N is the design matrix with all the data and basis functions.
• And the degree of freedom (no. of free parameters) is obtained through the trace

of the hat matrix.
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Spline methods in logistic regression

• Recall the logistic regression

log Pr(G = k|X = x)

Pr(G = K|X = x)
= f(x)

where k = 1, 2, ...,K´ 1.
• Splines can also be used in f(x).
• Need maximum likelihood method to obtain β̂.
• Newton-Raphson algorithm is exactly of the same.
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Multi-dimensional splines

• All the cases we considered are univariate splines.
• Multivariate splines are not so rich.
• People usually use thinplate splines

g (x1, ...xq,ξj) = }x´ ξj}2 ln }x´ ξj}

• Can handle the interactions but the model complexity increase dramatically with
the interactive knots.
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Discussions

• How do you choose from different splines?
• How do we avoid overfitting in spline method?
• How to apply shrinkage methods like LASSO in splines?
• How to choose λ with smoothing splines
• Do we obtain unbiased estimators in spline methods?
• What is the bias-variance trade off?
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